
CS 706: PARALLEL PROGRAMMING ON HETEROGENEOUS PLATFORMS   (3-0-0:3) 

 

Basics of Concurrency Theory 

Race Conditions, Mutual Exclusion with Semaphores. 

Scheduling Algorithms  

Multicore Architecture, SIMD execution model.  

GPUs as Co-Processors for Heterogeneous Computing. 

Nvidia GPU architecture (Fermi and Kepler Architecture) 

CUDA programming model. Introduction to Heterogeneous Programming with CUDA. 

Memory model of GPU. Tiling for conserving memory bandwidth. 

Introduction to OpenMP, OpenCL and C++AMP. 

Exercise programs in CUDA, OpenMP, C++AMP, OpenCL. 
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